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much of the research on rework has been done on information exchange and organizational structure there is a need for future 
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1. Introduction

The need for a systems engineering framework to provide rapid prototyping and rapid fielding capability was 
written into Public Law (114-92) on November 25, 2015 [1].  This is a monumental task considering historically the 
Department of Defense (DOD) has had trouble implementing standard acquisition strategies. In 2014, the Government 
Accountability Office (GAO) released a report stating cost and schedule growth remain significant; 42 percent of 
programs have had unit cost growth of 25 percent or more [2]. From 1997-2009, there were 74 Nunn-McCurdy 
breaches (there are two types: 1) significant breach occurs when cost growth is at least 15 percent over the current 
baseline estimate or at least 30 percent over the original baseline estimate and 2) critical breach occurs when cost 
growth is at least 25 percent over the current baseline estimate or at least 50 percent over the original baseline estimate) 
involving 47 major defense acquisition programs where 18 programs breached more than one time [3]. The top three 
factors were: 1) engineering design issues, 2) schedule issues, and 3) quantity changes [3].

Engineering design issues lead to reworking the design for a variety of reasons. Rework is a significant component 
of product development cycle time that can represent as much as two thirds of project effort [4]. The DOD is not the 
only organization that experiences negative impacts due to reworking the design. Research conducted by Kennedy 
revealed larger companies had up to 70 to 80 percent of their development time spent reworking the design [5]. Most 
design efforts have significant rework, between 30 and 65 percent of the total design hours on a project [6].

Design decisions made in the concepting phase of the product life cycle account for 86 percent of the cost impact 
of all design decisions [7]. There have been other studies on the 80-20 rule that indicated similar results [8]. Based on 
this information there exists a need to address rework during concept development, which occurs during the 
Technology Maturation and Risk Reduction (TMRR) phase of the DOD acquisition life cycle [9]. The TMRR phase 
has the biggest influence on rapid prototyping and rapid fielding. Addressing rework concerns and accelerating 
iteration by developing a Systems Engineering Framework for the TMRR phase to enable rapid prototyping and rapid 
fielding will be the focus of future research.  

Since design decisions made in TMRR effect the product development (PD) phase in the form of costly rework 
and schedule delays, the current state of the art in mitigating rework in the TMRR phase was studied. Therefore, the 
focus of this literature search was to understand the causes of rework and previous work to mitigate the rework. The 
remainder of the paper is as follows: section 2) Literature Review Methodology and Definitions, section 3) Reasons 
for Rework, section 4) Mitigation Strategies for Rework, section 5) Future Work, and section 6) Conclusion.  

2. Literature Review Methodology

The literature search used the following key words: rework, iteration, firefighting, churn, design rework, design 
iteration. The literature was limited to journal papers and conference proceedings. The following journals were 
considered: Concurrent Engineering, Construction Management and Economics, Decision Sciences, European Journal 
of Operational Research, Guidelines for a Decision Support Method Adapted to NPD Processes, IEEE transactions 
on engineering management, Journal of Intelligent Manufacturing, Journal of Product Innovation Management, 
Management Science, Organization Science, Research in Engineering Design, and ASME Journal of Engineering 
Design, and Systems Engineering.

2.1 Definitions of Rework

For product development, there are many different definitions of rework. Costa and Sobek [10] concluded that the 
definition of rework is the repeating of an activity (design) at the same scope and abstraction level. Repenning [11]
referred to fire fighting in the same context as rework, he defined this as the unplanned allocation of resources to fix 
problems discovered late in a product's development cycle. Wynn and Eckert [12] defined rework as redoing tasks in 
a similar way because inputs or assumptions changed. Mitchell and Nault [13] defined rework as the design change 
whose implementation alters work that was previously done upstream and downstream. Arundacahawat et al. [14]
defined rework as unnecessary repetition of design effort.  Kennedy et al. [5] defined rework as the work that occurs 
when a prior decision that was assumed to be final for that project is changed because it was later found to be defective. 
Taylor and Ford [15] referred to rework as a task that needs to be redone because of a change. Smith and Eppinger 
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[16] defined rework as the required repetition of a task because it was originally attempted with imperfect information 
(assumptions).  Another term that has a similar context to rework is churn. Wynn and Eckert [12] defined churn as the 
ongoing corrective iterations where solving problems creates more problems without quick termination. 

3. Reasons for Rework

There has been limited research on rework with respect to systems engineering and PD activities that can be used 
to reduce rework based on the scope of this survey. Much of the research on rework so far has explored information 
exchanges related to task dependency, process execution, project complexity, information evolution, and information 
completeness.  

Task dependency can be of three types: 1) independent, 2) dependent, and 3) interdependent. Process execution 
can be of three types: 1) sequencing of tasks, 2) partial overlapping of tasks, and 3) full overlapping of tasks. With 
respect to rework due to information exchange independent tasks are not of a concern.  Sequencing dependent tasks 
as shown in Figure 1 (a) can take a significant amount of time to complete. In order to speed up the process, there is 
a need to overlap tasks which are dependent depicted in Figure 1 (b and c). Task B needs information from Task A in 
order for the activity to occur. When this downstream activity starts with preliminary information that may be 
uncertain or ambiguous there is risk that the activity will need to be reworked.

Figure 1. (a) Sequential dependent tasks; (b) Partial overlapped dependent tasks; (c) Fully overlapped dependent tasks; (d) Interdependent tasks

Schrader et al. [17] identified the difference between uncertainty and ambiguity for technical problems. The 
technical problem is uncertain when the problem is understood, but the value of these variables is unknown [17]. The 
technical problem is ambiguous when neither the variables themselves are known nor the mechanism to solve the 
problem to increase the knowledge [17]. Terwiesch et al. [18] also identified the precision and stability of the upstream 
preliminary information has an impact on rework. Information stability is the likelihood of the preliminary information 
no longer changing through the remainder of the process. Ambiguous problems are known to cause instability in 
information.  The evolution of information influences the precision and stability of information. The extent of the 
rework will be a function of information evolution and downstream sensitivity. The faster the evolution of the 
upstream activity, the less likely it is that upstream information will substantially change [19]. The sensitivity of the 
downstream activity describes the extent to which changes in upstream information create rework in the downstream 
activity [19].

The next concern is with interdependent tasks which has both tasks reliant on each other.  Downstream activity is 
dependent on upstream information and upstream activity is dependent on downstream feedback as shown in Figure 
1 (d). The concern is that the downstream activity is dependent on upstream preliminary information and the upstream 
activity is dependent on downstream preliminary information. Uncertainty and instability concerns with the 
information creates high risk of reworking the tasks, ultimately causing a viscous set of iterations that leads to the 
churning effect.  

Project complexity is another major factor that was considered for influencing rework. Complex systems require 
multiple integrated product teams (IPTs) to develop system, sub-system, and components. The more complex the 
system, the greater the chance that coupling exists within the design. Improved communication should exist between 
the IPTs, however, for more complex systems, there are more IPTs working on the system, increasing the risk that the 
product architecture and the organization structure are misaligned [20].  This misalignment leads to sub-optimal 
designs and interface issues usually identified later in the life cycle (testing).  

4. Mitigation Strategies for Rework
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4.1 Information sensitivity and knowledge evolution

Ha and Porteus [21] developed a dynamic model to optimize the number of design reviews for concurrent 
development of product and process design. The design reviews are used to prevent downstream problems through 
information exchange between product and process design. Instead of using design reviews to influence information 
exchange, many authors recommend using overlapping strategies. Krishnan et al. [22] developed an overlapping 
framework to determine the optimal timing of preliminary information release to minimize PD time. Other authors 
considered the communication of information and the overlapping of activities. Loch and Terweisch [23] developed 
an analytical model to account for uncertainty with preliminary information and dependency between teams 
performing overlapped activities. The analytical model can be used to understand the level of concurrency 
(overlapping) and the amount of communication required to reduce time to market. Chakravarty [24] developed an 
optimization model to: determine the optimal overlap strategy and understand the impact of build work quality on 
overlap decisions based on time and cost. The model considered three different overlapping modes: 1) interrupted 
build mode, 2) continuous build mode, and 3) preempt build mode. Uncertainty was considered as the probability of 
incompatible design segments.  Roemer and Ahmadi [25] developed a deterministic model to determine the optimal 
overlapping and crashing strategy based on different upstream evolution and downstream sensitivity. Crashing is 
working with higher work intensities to reduce development times [25].

Some authors used surveys to develop frameworks for mitigating rework. For instance, Bogus et al. [19] developed 
a framework for identifying overlapping strategies for dependent design activities based on survey research that they 
conducted on industry. Their framework considered the upstream design evolution and the downstream sensitivity to 
upstream information. The authors propose two strategies for reducing downstream sensitivity: 1) overdesign and 2) 
set-based design. The authors propose four strategies for speeding up the upstream design evolution of information: 
1) early freezing of design criteria, 2) early release of preliminary information and prototyping, 3) no iteration or 
optimization and 4) standardization. Mitchell and Nault [13] conducted survey research to understand the impact of: 
1) cooperative planning on upstream and downstream rework, 2) uncertainty on upstream and downstream rework 
and 3) rework on the duration of project delay. They concluded that more cooperative planning reduces the magnitude 
of both upstream and downstream rework, decoupling the downstream delay from upstream uncertainty. Another 
survey approach was conducted by Arundacahawat et al. [26] to develop a framework for estimating design rework 
based on analogy, so that effective plans for design rework mitigation efforts can be developed in the early stages of 
PD. To develop the framework, two companies from the automotive industry were interviewed. The interviews were 
semi-structured, to identify the best practices to avoid design rework for the following rework drivers: 1) project 
complexity, 2) task dependency, 3) pre-communication, and 4) crashing.

Other authors considered improving the information that is being exchanged between dependent activities by 
incorporating testing earlier into the product development process. Through early testing, the evolution of information 
will be accelerated. Thomke and Bell [27] developed a mathematical model to determine the optimal timing, 
frequency, and fidelity of sequential testing activities in order to reduce uncertainty about technical solutions and 
customer needs (balancing the cost of repeated testing and the benefits of early information). This model did not 
consider the impact testing has on communication and coordination within development teams, nor did it consider 
conditions of rapid change. Tahera et al. [28] developed a framework to improve knowledge development by 
overlapping the testing and design activities. Since testing is costly and time consuming, the authors propose the use 
of a calibrated and validated "virtual model" to generate improved values quickly for downstream design tasks. The 
proposed method requires parallel virtual and physical testing.  

The use of a design structure matrix (DSM) was proposed by many authors for mitigating rework. Cho and 
Eppinger [29] developed a generalized process model that used DSM method and advanced simulation techniques 
such as the Latin Hypercube Sampling and parallel discrete event simulation. The model can be used to evaluate the 
sensitivity of project lead time to variation in task duration, the impact to overlapping dependent tasks, and how to 
develop faster and few iterations. Smith and Eppinger [30] developed a modified design structure matrix using the 
Markov reward model to determine the ordering of coupled tasks and the estimation of their PD time.  Yang et al. [31]
developed a two-stage clustering framework using DSM for improving team coordination and reducing the 
coordination time. Their model uses the evolution DSM and sensitivity DSM to measure the interaction strength 
between teams performing overlapped activities. The first-stage clustering criterion is to maximize the interaction 
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strength internally and the second-stage clustering criterion is to minimize total coordination time. Yassine et al. [32]
developed a framework using DSM to study the conditions of the PD process that would cause churn due to 
information hiding related to interdependency between local tasks and systems tasks. The model incorporated two 
types of information flows: 1) information flows that reflect internal rework within local and systems groups and 2) 
information flows that reflect status updates from local to systems tasks and feedback from systems to local tasks [32].

Some authors considered task interdependency. Terwiesch et al. [18] developed a dynamic model for coordinating 
interdependent tasks based on data collected from a vehicle development project that can be used to help determine 
information coordination strategies. The coordination strategy can be either iterative or set-based, which depends on 
the stability and precision of the information. Stability is more beneficial when the cost of rework is higher than the 
cost of duplication and starvation. Yassine et al. [33] developed a probabilistic model that considered the execution 
structure, probability of design change, and the type of task dependency to understand the impact on development 
time and cost. Based on the model results the authors provided a few guidelines: use full overlap when development 
time has the highest priority, use partial overlapping when cost is the priority, and use partial overlapping when the 
probability of an engineering change is above 0.7. Jun et al. [34] developed a PD model to estimate cycle time that 
considered information dependency, relation cardinality, degree of overlapping, type of collaboration, type of routing, 
and type of synchronization. The authors classified seven design patterns: 1) feedback, 2) branching and merging, 3) 
no-overlap, 4) interaction, 5) overlap, 6) cycle and 7) communication. Nelson et al. [35] developed a Graphical 
Evaluation and Review Technique network model to understand the communication flows and information transfer in 
PD so that decision makers can determine what information needs to be transferred and when it needs to be transferred. 

System dynamics and agent based models were developed by many authors to understand the different factors that 
impact rework. Repenning [11] developed a system dynamics model to study the causes of persistent rework. The 
model considered dynamics of resource allocation among competing projects in two different phases of the 
development process: 1) concept development phase and 2) the product design and testing phase. Based on the results 
of the model they concluded there are tipping points for multiproject development efforts. Once the tipping points are 
passed rework becomes a self-reinforcing and self-sustaining phenomenon. Taylor and Ford [15] came to the same 
conclusion using their developed system dynamics model to understand the features that control loop dominance.  
Ford and Sterman [36] developed a system dynamics model to understand the impact of concealing rework 
requirements on project overruns. The model considers the interactions between technical activities and human 
behavior. Yang et al. [37] developed a discrete-event simulation model to reveal how uncertainty related to iteration 
and ambiguity related to overlapping impact project duration. Levardy and Browning [38] developed an adaptive 
process model that provides insight on how to use the information to make informed decisions on making project 
changes during the course of the projects through simulation. The adaptive process model is an agent based model 
used to identify when to increase knowledge using iteration that considers the states of the project as a function of 
time, cost, technical performance, goals for each of them and the stakeholder utilities. 

Braha and Bar-Yam [39] developed a dynamic network model for a complex PD process to study the PD dynamics. 
The model revealed focusing engineering and management efforts on central information-consuming and information 
generating PD tasks will likely improve the performance of the overall PD process [39]. The model can also be used 
to perform a trade-off between the elimination of task dependencies and the desire to improve the systems performance 
through the incorporation of additional task dependencies.  Yassine et al. [40] developed a dynamic model to determine 
the optimal timing of information exchanges for distributed and collaborative environments based on the estimation 
of the information (uncertainty) and the stage the decision process is in (cost of incorporating the information). The 
model revealed there is a limit to when information should be incorporated into the PD process. Once, the limit is 
crossed further incorporation of new information can have significant impact on time and cost. Wang and Yan [41]
developed an optimization model to determine optimal concurrency between one upstream product design activity 
and multiple downstream process design activities based on cost for design revision workloads. Their model 
considered the product design activity and all the related process design activities. 

4.2 Complexity

Smith and Eppinger [16] developed a deterministic work transformation matrix (WTM) model to understand what 
group of design tasks are strongly coupled such that working on any of them creates significant work which are the 
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information hiding related to interdependency between local tasks and systems tasks. The model incorporated two 
types of information flows: 1) information flows that reflect internal rework within local and systems groups and 2) 
information flows that reflect status updates from local to systems tasks and feedback from systems to local tasks [32].

Some authors considered task interdependency. Terwiesch et al. [18] developed a dynamic model for coordinating 
interdependent tasks based on data collected from a vehicle development project that can be used to help determine 
information coordination strategies. The coordination strategy can be either iterative or set-based, which depends on 
the stability and precision of the information. Stability is more beneficial when the cost of rework is higher than the 
cost of duplication and starvation. Yassine et al. [33] developed a probabilistic model that considered the execution 
structure, probability of design change, and the type of task dependency to understand the impact on development 
time and cost. Based on the model results the authors provided a few guidelines: use full overlap when development 
time has the highest priority, use partial overlapping when cost is the priority, and use partial overlapping when the 
probability of an engineering change is above 0.7. Jun et al. [34] developed a PD model to estimate cycle time that 
considered information dependency, relation cardinality, degree of overlapping, type of collaboration, type of routing, 
and type of synchronization. The authors classified seven design patterns: 1) feedback, 2) branching and merging, 3) 
no-overlap, 4) interaction, 5) overlap, 6) cycle and 7) communication. Nelson et al. [35] developed a Graphical 
Evaluation and Review Technique network model to understand the communication flows and information transfer in 
PD so that decision makers can determine what information needs to be transferred and when it needs to be transferred. 

System dynamics and agent based models were developed by many authors to understand the different factors that 
impact rework. Repenning [11] developed a system dynamics model to study the causes of persistent rework. The 
model considered dynamics of resource allocation among competing projects in two different phases of the 
development process: 1) concept development phase and 2) the product design and testing phase. Based on the results 
of the model they concluded there are tipping points for multiproject development efforts. Once the tipping points are 
passed rework becomes a self-reinforcing and self-sustaining phenomenon. Taylor and Ford [15] came to the same 
conclusion using their developed system dynamics model to understand the features that control loop dominance.  
Ford and Sterman [36] developed a system dynamics model to understand the impact of concealing rework 
requirements on project overruns. The model considers the interactions between technical activities and human 
behavior. Yang et al. [37] developed a discrete-event simulation model to reveal how uncertainty related to iteration 
and ambiguity related to overlapping impact project duration. Levardy and Browning [38] developed an adaptive 
process model that provides insight on how to use the information to make informed decisions on making project 
changes during the course of the projects through simulation. The adaptive process model is an agent based model 
used to identify when to increase knowledge using iteration that considers the states of the project as a function of 
time, cost, technical performance, goals for each of them and the stakeholder utilities. 

Braha and Bar-Yam [39] developed a dynamic network model for a complex PD process to study the PD dynamics. 
The model revealed focusing engineering and management efforts on central information-consuming and information 
generating PD tasks will likely improve the performance of the overall PD process [39]. The model can also be used 
to perform a trade-off between the elimination of task dependencies and the desire to improve the systems performance 
through the incorporation of additional task dependencies.  Yassine et al. [40] developed a dynamic model to determine 
the optimal timing of information exchanges for distributed and collaborative environments based on the estimation 
of the information (uncertainty) and the stage the decision process is in (cost of incorporating the information). The 
model revealed there is a limit to when information should be incorporated into the PD process. Once, the limit is 
crossed further incorporation of new information can have significant impact on time and cost. Wang and Yan [41]
developed an optimization model to determine optimal concurrency between one upstream product design activity 
and multiple downstream process design activities based on cost for design revision workloads. Their model 
considered the product design activity and all the related process design activities. 

4.2 Complexity

Smith and Eppinger [16] developed a deterministic work transformation matrix (WTM) model to understand what 
group of design tasks are strongly coupled such that working on any of them creates significant work which are the 
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controlling features of design iteration. The WTM is an extension to the DSM where the off-diagonal elements 
represent the strength of dependence between tasks and the diagonal elements represents the time to complete each 
tasks within one iteration. The eigenvalues and eigenvectors are used to determine the design modes that need the 
most attention where the largest eigenvalue is the slowest design mode. Once the controlling features are identified a 
strategy should be developed to accelerate the iterative process. The process can be accelerated by creating few 
iterations or by speeding up the iteration. Few iterations can be achieved by standardizing interfaces, decision analytics 
where performance metrics are integrated and evaluated at the same time, and/or effective coordination and 
communication channels between project members. Browning and Eppinger [42] developed a stochastic model that 
uses a discrete event simulation to understand the impacts of process architecture on process cost, duration, and risk. 

Sosa et al. [20] developed a network model to evaluate how organizational and systems boundaries, design interface 
strength, indirect interactions, and system modularity impact the alignment of design interfaces and team interaction. 
The network analysis used information from an alignment matrix that was developed by overlapping a team interaction 
matrix (process DSM) and a design interface matrix (product architecture DSM). Hoedemaker [43] developed a 
mathematical model to determine the optimal number of modules (smaller problem sets tackled by distinct teams) to 
minimize the expected project completion time. The model included three factors that were assumed to influence 
development lead time: 1) communication, 2) rework, and 3) integration test time. The authors used a simple “base” 
model where they increased the complexity of the model by adding more modules to the model. They were able to 
prove that as the complexity of the system increases there is a limit to the amount of concurrency a project can have. 
Yassine and Braha [44] developed a framework using DSM to address four fundamental problems: 1) iteration 
problem, 2) overlapping problem, 3) decomposition and integration problem, and 4) convergence problem. The 
authors identified three sources of churn: 1) hidden, ignored, or forgotten interdependencies, 2) improper planning of 
feedback flows that drive the process to be unstable, and 3) feedback delays, which are the main reason why 
development problems, believed to be solved, tend to reopen at later stages of development [44].

5. Future Research Areas

The literature review cited set-based design as a methodology that could be used in situations when tasks are 
sensitive to information exchanges where new information causes the task to be reworked [5, 10, 18, 19] . In set-based 
design, engineers develop a set of design alternatives in parallel , as the design progresses, they gradually narrow their 
prospective set of alternatives based on additional information until they converge to a final solution [45]. This 
approach is believed to be robust to information changes such as design changes and customer needs changes. The 
literature did not provide any set-based design application for reducing rework or data to substantiate the reduction in 
rework. Al-Ashaab et al. [46] identified there is a lack of a clear and structured SBCE model. This indicates a need 
for future research to develop and investigate a set-based design framework for DOD systems that can reduce rework 
and accelerate information evolution.

Information evolution can be improved by accelerating learning [5]. There is a variety of ways design teams can 
learn based on engineering reasoning. Summers [47] defined three forms of reasoning: deductive, inductive, and 
abductive. Deductive reasoning is the main form of reasoning that engineers use. Tahera et al. [28] demonstrated 
improvement in information precision by overlapping test activities during early PD where they defined the need for 
trading off “virtual prototyping” and physical tests. In order for this to be a viable option for deductive reasoning, the 
virtual prototypes need to be validated and calibrated using physical tests which can be costly and time consuming.  
Future research using techniques such as optimal learning should identify efficient ways to verify and validate virtual 
prototypes using multi-fidelity physical prototypes [48]. There is also a research need to reduce the run time of 
executing these virtual prototypes which may require the need for multi-fidelity modeling [49], reduced order 
modeling [50], or enhanced parallel processing and high performance cluster computing. There is a need for future 
research in knowledge based engineering [51] to accelerate learning using digital engineering [52], multidisciplinary 
design optimization [53] to improve communication between IPTs and improve the knowledge curve for deductive 
reasoning, and data mining methods [54] for knowledge discovery. 

Another future research need is accelerating learning by reusing data. This can be enabled through an ontology 
integration framework [55]. Ontology frameworks can be developed for systems, manufacturing and testing to include 
rework ontologies. Li et al. [56] developed an ontology based product design (OBPD) framework for 
manufacturability verification and knowledge reuse using Web Ontology Language (OWL). An ontology framework 
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can also be used for inductive and abductive reasoning.  This can be accomplished through an inductive learning 
semantic web framework using supervised machine learning techniques [57].  An ontology learning framework can 
be used to perform abductive reasoning [58].  Abductive reasoning can reduce the ambiguity of the design by providing 
potential design variables and relationships that influence system performance.  

6. Concluding remarks

Rework has a significant impact to project cost and schedule. Most design efforts require significant rework, 
between 30 and 65 percent of the total design hours on a project [6]. In order to develop a systems engineering 
framework during the Technology Maturation and Risk Reduction (TMRR) phase of the DOD life cycle the reasons 
for rework must be addressed.  Much of the research on rework has been on information exchange and organizational 
structure.  Future research in systems engineering to develop frameworks is required in order to: 1) mitigate the impact 
of information uncertainty and instability, 2) accelerate information evolution, and 3) reuse knowledge for engineering 
reasoning.
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can also be used for inductive and abductive reasoning.  This can be accomplished through an inductive learning 
semantic web framework using supervised machine learning techniques [57].  An ontology learning framework can 
be used to perform abductive reasoning [58].  Abductive reasoning can reduce the ambiguity of the design by providing 
potential design variables and relationships that influence system performance.  

6. Concluding remarks

Rework has a significant impact to project cost and schedule. Most design efforts require significant rework, 
between 30 and 65 percent of the total design hours on a project [6]. In order to develop a systems engineering 
framework during the Technology Maturation and Risk Reduction (TMRR) phase of the DOD life cycle the reasons 
for rework must be addressed.  Much of the research on rework has been on information exchange and organizational 
structure.  Future research in systems engineering to develop frameworks is required in order to: 1) mitigate the impact 
of information uncertainty and instability, 2) accelerate information evolution, and 3) reuse knowledge for engineering 
reasoning.
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